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Web scraping is the process of extracting data from a website in an efficient and fast way. In such a scenario,
python programming can offer useful set of methods that help web editors to improve the quality of the
provided service. This scraper contains three steps 1) to understand the structure of web page, 2) design regular
expression pattern and finally use that pattern to get certain data. In this paper, we also used Flask, Request,
JSONify library to get the data, after processing, the data is transformed into the JSON form and ready for
CSV with help of API. After generated all required regex patterns, the system uses these patterns as a set of
rules, and with this, designed scraper tool works efficiently, and achieved outstanding results with help of
support libraries to storing and extracting the news and web-based information. The proposed Web scraping
tool eliminates the time and effort of manually collecting or copying data by automating the process. It is found
that this designed scraper is easy and direct approach to extract the newspapers, websites, blogs, and images
data.
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1. Introduction

This research is based on a scraping tool. Through a scraper,
we extract our data and save it in CSV format. Web scrap-
ing is the process of extracting data from websites through
scraping software. Many people and organizations use
scrapers, and many companies have now developed their
own scraper tools to extract data. Many reasons to use
scarper for business marketing and pricing research of their
competitors, to monitor all the changes and analyze the
data easily [1]. With the help of this tool, extraction of
data is the easiest process. Human effort is reduced, and
time is also saved. It is an efficient and powerful technique
for collect huge amounts of data. Current online scraping
techniques have evolved to adapt to several settings, rang-
ing from ad hoc, human-assisted operations to the use of

completely automated systems capable of converting entire
webpages into well-organized data sets. On the internet,
day by day, data increases, so the importance of web scrap-
ing is increasing. Many organizations have their own web
scrapers that allow them to easily facilitate this [2].

There are so many scrapers and their unique methods,
but as compared to web scraping tools, they analyze your
data, create API and Data save it in a JSON format. In
the JSON format, we have all the information about the
targeted Website. Web scraping future scope includes fore-
casting user needs to improve usability, scalability, and
user retention, as well as providing an efficient framework
for Web personalization through the effective use of Web
Log files. The semantic web is a futuristic vision in which
web material can be analyzed and synthesized by auto-
mated processes. The majority of content on the internet is
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human readable. The browser has a hard time understand-
ing the text because it can only visualize HTML mark-up.
Content interpretation, selection, and management are the
three most difficult activities on the internet. These three
tasks are currently managed by humans. The semantic
web will restore the balance between machine and human
intelligence by automating three tough activities.

It works like this: first select a website whose data you
want to be gathered or extracted, put the URL in the scraper
tool, and load the website. Hyper Text Markup Language
(HTML)-based web pages, JSON-formatted data feeds, and
multimedia such as audio, video, or image extraction pro-
cess now parse HTML data. All the data is inserted into an
HTML tag whose data is wanted through a website using
just tags. Data would be gathered in an untidy or unstruc-
tured form and then transformed into the required format.
It totally depends on your convenience which format you
choose, like a document, PDF, or spreadsheet, where you
want to store the data for analysis [3].

So many people assume web scraping and crawling
are the same thing, but there are some little differences.
Web scraping is the act of getting data from a website and
putting it into our own database so we can do some analy-
sis. Websites are typically designed to be read by humans
to generate html parsing data from a website [4]. For ex-
ample, we get the price of an item from Amazon and put it
inside our database in an automated way, then use a web
scraper to scrape the price of that specific item every hour.
Maybe the price will change. Build up to running scarpers
in an automated manner every hour to monitor the pricing.

Due to the expansion of the internet, it can be difficult
to know the address of a web page. Then a search engine
comes in, and this process is called a web crawler. Their
algorithm works like this: first crawl the entire website,
then fetch the website, parse the extracted link, and then
repeat the same previous steps [5]. For example, when we
look for gold, a search engine (Google) finds or crawls the
entire website that belongs to the gold and all URL content
is shown on the entire page. While web scrapers show the
price, gold chart and diversity of websites. Web scraping
is the process of extracting data from websites through
scraping software. Many people and organizations use
scrapers, and many companies have now developed their
own scraper tools to extract data. There are many motives
to use scarper for business selling and pricing inquiries of
their opponents, weather data monitoring, and research,
contact scraping, and monitoring all the changes and ana-
lyzed data easily [6]. If you don’t use a proper web scraping
tool, you may face some challenges in completing your task.
Website may crash or go down sometimes because of main-

Fig. 1. Web scraping VS Web Crawler

tenance. These types of problems can be occurred during
web scraping sessions.

HTML structure will be our initial priority for site scrap-
ing. When scraping material, the HTML structure must be
in order. Scraping will be a disaster if the HTML code is not
properly structured, since it will take a lot of time and pose
a risk. It’s a fantastic approach to collecting data if the con-
tent is well-structured [7]. HTML tags in the content must
be properly formatted. It requires an ID or a class. It would
be a disaster if the content HTML just had inline HTML. To
get the data, it needs to be identified. The correct approach
to inserting an ID or a class name for us to use Scraping is
an excellent option if the content Html has this capability.
To extract data from a web page, a web-scraping tool must
first visit it. It takes time to download a web page and load-
ing and extracting data from millions of online pages could
take weeks or months. Because there are so many web
pages on Amazon.com, extracting all the product data is
almost impossible [8]. Fig. 1 shows the difference between
the Web Scraping and Web Crawler.

A large amount of data is available on all the websites.
Extraction of data from the website is difficult and manu-
ally extracting it is possible, but time-consuming and so
much effort is required [9]. With the help of scraper tools,
the extraction process is quick and easy, and we also moni-
tor our data and keep it saved. Web scraping has so many
purposes in today’s world.

Companies use web scrapers to market, collect con-
sumer data, and monitor their competitors. Indexes are
updated using targeted data collected from e-commerce
and advertising servers [10]. Which is based on pricing
that varies regularly? Automated Web scraping indexes
can provide more regular updating periods. Producers
of blockbusters gather information about their current re-
leases. User feedback, whether it is provided in a review on
a movie site, is one example of such data. For government
agencies and law enforcement agencies, monitoring illegal
actions on social media platforms and specific forums is
a valuable source of information. There are no obvious
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sources for this type of behavior. We can presume they
exist based on patents filed by the US government and
publicly available information [11].

2. Literature review

Table 1 summarized the previous work of web scraping
tools and technologies. To begin, there’s ’Scrapy,’ a web
scraping extension that can be found in the Chrome Web
Store. Scrapy is a basic but limited data mining add on
that allows researchers to extract data online in the form of
spread sheets. We can’t gather proper data in a spreadsheet
because the data is in a constrained format [12]. The extrac-
tion of data from selected websites is completely under the
control of the users. It functions similarly to a hierarchical
data base selection. The user merely picks the field that he
or she wants to extract at the start of scraping, and Parse
Hub automatically guesses similar data elements from a
website [13]. When a user picks a piece of related data
to extract, all similar components is extracted as well. A
’relative’ search option is available for selecting other data
elements from a particular website, which is subset infor-
mation about the previously selected element [14]. Simi-
larly, the user extracts all the data from the webpage. Parse
Hub also provides a URL when extracting an element from
a website. This URL is a field that can be left blank. Data
sets are saved in CVS format after successful web scraping
[12]. The World Wide Web is an interconnected network of
information that people can access through websites. The
way we share, acquire, and distribute data has changed
dramatically because to the Internet. The amount of infor-
mation available is always increasing [15].

According to IDC, the global data sphere will reach 163
zetta bytes by 2025. (That is a trillion gigabytes). That’s
ten times more data than the 16.1ZB created in 2016.[33]
All this data will open up new commercial options and
unique user-experiences (According to the International
Data Corporation (IDC), 2017) [16].

Renita Crystal Pereira et. al., gave a summary of online
scraping strategies and tools, which confront several chal-
lenges because data extraction isn’t simple [22]. Because
there is a great volume of data to handle and maintain,
these tactics ensure that the data collected is correct [23],
consistent, and has superior integrity. Although there are
a few issues with functional approaches, such as the in-
creased volume of web scraping, they can do serious harm
to websites [24]. The web scraper’s measurement level will
differ from the original source file’s measurement units,
making it impossible to comprehend the data [25].

The use of social networking sites and the internet is
growing by the day, such as Facebook, Twitter, LinkedIn,

and others; user knowledge is also growing on the internet,
which is accessible from anywhere. This also gives hackers
an advantage when it comes to stealing information [19].
From a commercial standpoint, social networking is critical
in the development of the concept of growing revenue [21].
It will assist consumers in achieving rapid shopping and
saving time, like online shopping. Supporting the company
and earning from it, on the other hand, has advantages [26].

Kaushal Parikh et. al., proposed a machine learning-
based web scraping detection system. It is beneficial to
companies that rely on research [12]. Web scraping has
always been a tough assault to defend against [27]. When a
firm posts information on the internet, it is possible that it
will be copied and pasted and then used in a different con-
text without the company’s knowledge. Many safeguards
have already been put in place, yet some of them are still
being disregarded. As a result, the significance of machine
learning emerges. Pattern detection is a skill that machine
learning excels at. As a result, if we can teach the system to
recognize an intruder’s cadence, it will be able to prevent
such dangers from occurring [28]. Web scraping solutions’
main purpose is to convert complex data obtained over
networks into structured data that can be recorded and
analyzed in a central database. As a result, web scraping
technologies have a significant influence on the outcome
of the cause [29]. Sameer Padghan et. al., envisioned a
method for extracting data from web pages to make web
scraping easier. This technology would allow data to be
scraped from a variety of websites, reducing human in-
teraction, saving time, and improving the quality of data
relevancy [30]. It will also assist the user in obtaining data
from the site, saving it to their intent, and allowing them to
use it as they desire.

The scraped data can be utilized for database creation,
research, and other similar operations [31]. Scraping would
become much more common, and it would frequently tres-
pass on the structure to access the information. Scraping
may be halted, however, by employing effective and secure
online scraping techniques [22]. Anand Saurkar et. al.,
Web Scraping is a new approach that has been discovered.
Web scraping is an important methodology for creating
organized data [32] from unstructured data available on
the internet. Scraping created structured data, which was
then collected and analyzed in a central database’s spread-
sheets [33]. This study focuses on a summary of the web
scraping data extraction process, numerous web scraping
methodologies [34], and most of the most recent web scrap-
ing technologies. This methodology’s main goal has been
to collect web-based data and incorporate it into a specific
repository [11]. In this paper, the authors covered the fun-
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Table 1. Comparison of scraping tool previous work

Ref Techniques Dataset Size Limitation Results
[17] Web Scraping In A

Knowledge Environ-
ment To Build On-
tologies Using Python
And Scrapy

website 2500 It works only on python li-
brary.

Salience and Beautiful Soup
techniques used for accuracy
in which Salience has better
accuracy.

[1] using python and
MongoDB

Teachers’ reviews. 850 Less effective in negative re-
views than positive reviews.

It has 89% Accuracy in SVM.

[18] web-scraping soft-
ware in searching for
grey literature

Reviews on Iot. 1500 It does not detect spam re-
views.

It has good accuracy on non-
spam reviews or positive re-
views.

[19] Exploratorily gener-
ate new hypotheses,
test existing ones,
or extend existing
research

General Reviews
from peoples.

800 Work good in Noun only. SVM has high accuracy on
comparison with ME and
Naïve Bayes.

[20] Web Data Extraction
System.

Analysis of Lin-
guistic

1100 Less effective on Verbs. Support Vector Machine tech-
nique give maximum accu-
racy.

[7] emplace the recharge
material on the beach

Student Com-
ments

3000 Less effective when dataset is
not clean

85% Accuracy

[21] Exploratorily gener-
ate new hypotheses,
test existing ones,
or extend existing
research

Student Reviews
of Loei University.

1148 The small dataset of students
was utilized to teacher evalu-
ation

The student comments cor-
pus result should be 0.67

damentals of Web processing. They worked on scraping
strategies for the web. The last section of the paper summa-
rizes the various technological tools available for effective
web scraping in the industry [35].

Federico Polidoro et. al., centered on the results of on-
line scraping evaluation methodologies with a special focus
on user electronics services and items across the commod-
ity price studies sector Despite the fact that the research
was completed in a short period of time [36], as evidenced
by the following, it permitted the achievement of signif-
icant, but not conclusive, innovative efficiency outcomes
[37]. Web scraping tactics utilized in the growth study
will expose the researcher to a larger volume of data than
is currently available in the data set, perhaps increasing
the growth estimate. This topic was briefly discussed in
the sections devoted to both examined items but dealing
with this point of view necessitates a concern about the
current survey architecture, which does not require or only
selectively permits the use of big data approaches within
existing sampling frameworks [25].

Table 1 compares past research on some of the relevant
models, the approaches working in those models, and the

type of data set used in those models. It also discusses the
model’s limits based on the accuracy of its results. The ta-
ble’s main feature is the limitations and results of previous
models, which allows us to quickly determine how much
work has been done on previous models and how accurate
their results are, allowing us to create a model that pro-
duces more accurate results while reducing the limitations
of previous models.

3. Methodology

The proposed system works based on web crawling tech-
nology and it works like bridge between the wedges be-
tween mysterious data. This technique transforms web
links into visual blocks. A visual block is essentially a web
page part. The framework is built from the ground up to
detect the structure of web content [38]. It works like this:
first select a website whose data you want to be gathered
or extracted, put a URL in the scraper tool, and load the
website [39]. Webpages created with Hyper Text Markup
Language (HTML), data feeds in JSON format, and mul-
timedia such as audio, video, or image extraction process,
now parse HTML data. All the data is inserted into an html
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Fig. 2. Block diagram of proposed scraper

tag whose data is wanted through a website using just tags
[37]. Data would be gathered in an untidy or unstructured
form and then transformed into the required format [40].
It totally depends on your convenience which format you
choose, like a document, PDF, or spreadsheet [41], where
you want to store the data for analysis. Fig. 2 shows the
proposed model of the scraper.

In the development approach, each part was completed
before going to the next one. We build a web application
using Flask. Flask was built using an html layout and index
file web pages. The layout page is a page that never loads
by itself, as it provides the layout of the elements of the
webpage that do not change between pages [7]. The menu,
or NAVBAR, at the top of each page is an example of this,
as it remains consistent regardless of which page the appli-
cation opens. Fig. 3 depicted the interface of scraping tool,
the usage of tool is easy and user friendly, it works like
Google search, the users are typed simple URL of website
or blog. The spider (URL) method was introduced after
that to allow the spider to be activated from a URL within
the web application. Through Python libraries, scrapy ex-
tracts data and then stores it in JSON format [20]. Figs. 4
and 5 represented the command line and folder hierarchy
of files, which takes Input to scrape, can be links, files, or
a combination of the two [42], allowing you to create new
files constructed from both existing and newly scraped
content.

Fig. 3. Interface of scrapping tool

Fig. 4. Hierarchy and connection of files

Fig. 5. Execution process
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The following were the tools and languages utilized to
create this system:

• Python and its libraries, Scrapy and Flask, for the back-
end

• In the frontend, HTML, CSS, and jQuery

For two reasons, these technologies were chosen. The
first is that, except for the Scrapy library, I already had
expertise with these languages and libraries for develop-
ing web apps, and the second is that Scrapy is a Python
library [43], so the application had to be created in Python
as well. Because Scrapy was the only unknown tool, time
was invested at the start of development in learning how to
utilize the framework before moving on to the other, more
familiar components [15].

We designed our project using Flask. And this project is
based on web-based Flask is a Python Framework in which
we use some libraries like "Scrapy". Scrapy will scrape the
desired data from the internet for you, such as [44] From
Amazon, ALIBABA, and many more sites; the Request
library is used to get the data. Another thing is using the
JSONify library, in which all your data will be converted
to the JSON form. We chose the JSON format because we
use the JSON data as an API for software [45]. And Fig. 6
shows the output of the working of the scraping tool.

3.1. Pseudo code

Being
Initialize user agent and visit website URL

Convert DOM data into Jsonify
Find all tags like<a><Img> and Add to a List

Forβ each Element in A list
If (Tag element .text.match(∧ [a-z]$ ∧ [A-Z]$) )

Then:
Target_URL .add(tagElement.href)
End If

Endfor
Return(target_URLs)

end

4. Result discussions

Web scraping can be done with a variety of software tools
and frameworks. This software tries to recognize a web
page’s data structure or provides an interface that elimi-
nates the need to manually write web scraping code. Data
can also be extracted straight from an API by some software.
Parse hub is a web-based scraping program that allows you
to scrape multiple and single URLs. It can retrieve complex
data from websites that use AJAX, JavaScript, redirects, and

cookies. The software will analyze, capture, and convert
data from various sites into useful information. Scrapy is a
free web scraping application for Python that may be used
to develop web crawlers. It provides all the tools needed to
gather, process, and save data from websites in the format
and structure chosen.

The Web Scraper is a simple and free tool, as well as a
Chrome plugin, for data extraction. It can scrape numerous
pages at once and even retrieve dynamic data. The Web
scraper is more powerful because it can handle pages with
JavaScript and Ajax. The program saves data to a CSV or
CouchDB file. In comparison to building your own web
scraping system, ready-made web scraping software tools
are significantly easier to use. For some applications, com-
mercial software is not the best option. However, when
a developer is hired to construct a custom web scraping
solution, there is no need to start from scratch. Frame-
works enable developers to save time by reusing generic
modules, allowing them to concentrate on areas where an
off-the-shelf solution isn’t appropriate. The result is that
our project converts the data into JSON format because sev-
eral scrappers are available to extract out the information
about the targeted website, but our project provides the
facilities to convert the data into JSON format because this
JSON data can be used as an API in software. In the JSON
format, we have all the information about the targeted page.
Table 2 showed the comparison of five scraping tools with
their basic functionalities.

Fig. 8 shows the usage of scraping tool domain wise, it is
shown that the fields where Web Scraping is used. The fol-
lowing statistics are based on data gathered from LinkedIn
[46]. The following are the top ten industries with the
highest need for web scraping skills: Insurance, banking,
computer and network security, information technology
and services, financial services, marketing and advertising,
management consulting, internet and online media are all
examples of industries that use computer software.

5. Conclusions

The web scraping tool has been developed for extracting
the content from web such as news, comments, post, and
images. The focus of automated tool is to improve the
extraction process of data by reducing the Human effort
and time. Due to the rapidity in the information broad-
casting and the volume of available data, the traditional
methods are not feasible to extract the complete and ac-
curate information from web. The designed automated
scraping tool is collecting, merging, categorizing and well
managing the information and stored in JSON format. Data
would be gathered in an untidy or unstructured form, and
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Table 2. Frameworks for five programming languages the availability of three basic functionalities is represented.

Dynamic Content DOM navigation DB integration Programming Language
Scrapy YES YES YES Python
Web Scraper NO YES YES Perl
Goutte NO YES YES PHP
Capybara YES YES YES Ruby
jaunt NO YES YES Java

Fig. 6. JSON response

then transformed into the required format. This tool stored
information in multiple formats such as CSV, PDF, and
Spreadsheet. The scraping gathered a data as per design
and structure of website, sometimes you revisit the site and
layout has been updated. Even minor change creates big
mess in data, as scrapers are designed as per old structure.
This is the main purpose of software for marketing and pric-
ing research and data mining of their competitor’s product.
It allows them to monitor all the changes and analyze the
data easily. The proposed system frees the human endless
copy and paste approach from the messy layouts. In future
this work shall be extended, and data will be extracting
from the more complex and tricky layouts. The develop-
ment of autonomous agents that study the discovered rules
and propose relevant courses of action or suggestions to
users will be the focus of future effort. Web scraping future
scope includes forecasting user needs to improve usabil-
ity, scalability, and user retention, as well as providing an
efficient framework for Web personalization through the
effective use of Web Log files.

The semantic web is a futuristic vision in which web
material can be analyzed and synthesized by automated

processes. Most of the content on the internet is human
readable. The browser has a hard time understanding the
text because it can only visualize HTML mark-up. Content
interpretation, selection, and management are the three
most difficult activities on the internet. These three tasks
are currently managed by humans. The semantic web will
restore the balance between machine and human intelli-
gence by automating three tough activities.
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