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DRN-LSTM: A Deep Residual Network Based On Long Short-term
Memory Network For Students Behaviour Recognition In Education
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In classroom teaching, artificial intelligence technology can help automate student behavior analysis and enable
teachers to master learning efficiently and intuitively provide data support for subsequent optimization of
teaching design and implementation of teaching intervention, this paper proposes a residual network based
on long short-term memory network. Long short-term memory network (LSTM) is introduced on the basis of
deep residual network, in which LSTM can effectively capture the temporal information of students’ behaviors.
The Dropout layer is introduced into the residual block to improve the accuracy and convergence speed of
student behavior recognition. Finally, four behaviors closely related to learning engagement state are selected for
recognition: sitting, side-turning, lowering head and raising hand. The accuracy of the detection and recognition
method in the verification set reaches 96.56%. The recognition accuracy of common behaviors such as playing
mobile phone and writing in class is greatly improved compared with the original model.
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1. Introduction

As governments, education departments and academic
accreditation bodies begin to encourage schools to shape
evidence-based decision-making and innovation systems,
learning analysis technology has shown great advantages
in decision-making assistance and teaching evaluation.
With the integration of artificial intelligence and machine
learning related algorithms and technologies, learning anal-
ysis achieves higher analysis accuracy [1–3].

Students’ learning commitment can help the school to
better understand the quality of students’ learning. The
core factor to evaluate the quality of a university educa-
tion is the degree of students’ study devotion. As an im-
portant part of learning engagement, students’ classroom
behavior has always been concerned by researchers. The
traditional evaluation of students’ classroom behavior is
realized by manual observation and recording, which is
inefficient. Today, with the vigorous development of artifi-

cial intelligence, trying to improve this situation with the
help of artificial intelligence technology, to understand stu-
dents’ learning behavior and learning status in the process
of classroom learning has become an important topic of
current education development [4, 5], which will promote
the intelligent, efficient and comprehensive development
of education analysis system. In order to promote the inno-
vation of data collection methods for students’ classroom
behavior, this study selected 5 classrooms equipped with
camera equipment and analyzed classroom teaching videos
with the support of computer vision technology, so as to
provide data support for teachers to master students’ learn-
ing engagement, optimize teaching design and implement
teaching intervention.

In view of the fact that there is no publicly available
data set of students’ classroom behavior, this paper col-
lected the video data of 5 classrooms and processed the
data to make a data set. Based on computer vision technol-
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ogy, this paper proposes a multi-stage method to identify
students’ classroom behavior. Because the range of stu-
dents’ classroom behaviors does not change much, and
in the video images, there will be overlapping occlusion
between students, which causes no small difficulty for be-
havior recognition [6, 7]. By using the OpenPose human
key point detection algorithm, the data of students’ key
points are obtained and input into the deep residual net-
work for learning, so as to obtain the attitude classifier,
which can realize the recognition and classification of stu-
dents’ bowing, sitting, sideways and raising hands. In
addition, students’ classroom behaviors are often closely
related to interactive objects, such as playing with mobile
phones and writing. The human joint images extracted
from these two behaviors are similar and cannot be directly
judged by using bone boat key points. Therefore, the hand
region is regarded as the most critical semantic information
for behavior recognition in these two behaviors. Due to
the slow loading and processing speed of existing models,
it is difficult to realize the real-time detection of students’
classroom behavior. In this paper, the improved LSTM al-
gorithm of the model is used for hand detection, and the
cascade classification network is carried out after the fu-
sion of human posture information to realize the real-time
detection of mobile phone playing and writing behavior.
In this paper, the accuracy and processing speed of the al-
gorithm model are evaluated based on the real video data
of students’ performance in classroom teaching, and good
results are obtained.

This paper is organized as follows. Section 2 illustrates
the proposed method. Section 3 gives the experiments.
There is a conclusion in section 4.

2. Proposed behaviour recognition method

Zhu et al. [8] proposed deep residual network for the first
time to solve the problem of gradient disappearance in
convolutional neural network with stacking of layers, and
applied it to image recognition task, showing high classi-
fication accuracy. Deep residual networks are composed
of multiple residual blocks with jumping connections. The
introduction of residual idea greatly alleviates the gradi-
ent disappearance problem of deep neural networks. The
structure of residual block is shown in Fig. 1.

Residual block contains two kinds of mappings, one is
identity mapping; The other is residual mapping. Suppose
the desired optimal solution is H(X)=X, and the residual
mapping refers to the residual value of the mapping H(X)
and X, expressed by F(X), that is, F(X)=H(X)-x. When F(X)
is infinitely close to 0, the network will reach the optimal
state and if it continues to deepen the network depth, and

Fig. 1. Structure diagram of residual block

the network will always be in the optimal state [9]. When
the input of residual block is Xn, the calculated output is,

Xn+1 = f (Xn + F (Xn, Wn)) (1)

Where F(·) is the residual mapping, Wn is the correspond-
ing weight parameter, and f (·) is the activation function. It
can be seen from Fig. 1 that the dimension mismatch may
exist between different residual blocks. In this case, a linear
transformation Ws is required for the identity mapping Xn.

Xn+1 = f (WsXn + F (Xn, Wn)) (2)

Where Ws is the weight parameter.
The residual structure has two structural advantages:

first, the characteristics of shallow layer can be reused in
deep layer when the network propagates forward; When
the second network propagates back, the gradient in deep
layer can transmit directly to shallow layer. Therefore,
when there is a large reconstruction error between the input
and output of the network, the residual block with fast
connection can directly feed back the error information to
the front network layer through the fast connection. This
structural design not only improves the model training
speed, but also effectively alleviates the problem of network
degradation.
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Fig. 2. Schematic diagram of Dropout layer

2.1. Dropout layer

Dropout is a method [10] to deal with the fitted problem,
which is often used in the optimization of deep networks.
The theoretical process from the deep feed-forward net-
work before Dropout to the deep feed-forward network
after Dropout is shown in Fig. 2. The dotted circle repre-
sents the deleted neuron, and the edge connected to it has
also been deleted.

The Dropout layer works as follows. Firstly, some hid-
den layer neurons in the network are randomly discarded
to construct a new hidden layer, while keeping the input
and output neurons unchanged. Small batch training input
samples are propagated forward through the newly con-
structed hidden layer. It then propagates back according to
the result of the returned loss function. Unhidden neuron
parameters are updated through optimization algorithms,
and the "dropped" neurons are finally recovered and the
Dropout process is repeated until training is completed.

After adding the Dropout layer, the calculation formula
for the network can be expressed as:

r(l)j ∼ Bernoulli(p) (3)

ỹ(l) = r(l) ∗ y(l) (4)

z(l+1)
i = w(l+1)

i ∗ ỹ(l) + b(l+1)
i (5)

y(l+1)
i = f

(
z(l+1)

i

)
(6)

Where r(l)j is the random coefficient and y(l) is the hidden

layer neuron. ỹ(l) is the neuron after dropout. z(l+1)
i is

the layer l + 1 neuron to be activated. y(l+1)
i is l + 1 layer

output neuron. F() is the activation function. w(l+1)
i and

b(l+1)
i are the weights and biases of layer l + 1, respectively.

By adding a Dropout layer, the number of intermediate
features can be reduced, thereby reducing redundancy and

Fig. 3. Structure diagram of improved residual block

complex co-adaptation relationships between neurons, in-
creasing orthogonality between features at each layer and
avoiding over-fitting [11].

2.2. Improved residuals

In order to avoid the phenomenon of over-fitting when
the number of layers is deep, the structure of residual
block is improved. The standard residual block structure is
shown in Fig. 1, and the improved residual block structure
is shown in Fig. 3.

2.3. Combining with LSTM

Convolutional neural network (CNN) has strong feature ex-
traction capability, and it contains convolutional layer, acti-
vation layer, pooling layer, batch standardization layer, full
connection layer and classification layer, among which the
classification layer is composed of multi-layer perceptron
[12]. The convolutional layer carries out deep feature ex-
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traction, where the convolutional process can be described
as follows:

yl+1
i (j) = K1

i · xl(j) + bl
i (7)

Where, Kl
i represents the weight of the i-th filter in layer

l. bl
i represents the deviation of the i-th filter in layer l.

xl(j) represents the j-th local region in the l layer. yl+1
i (j)

represents the input of the j-th neuron in frame i at layer
l + 1.

The pooling layer is usually connected after the convo-
lution layer, which reduces the spatial size of features and
network parameters by means of down-sampling opera-
tion. The maximum pooling operation can be described as
follows:

Pl+1
i (j) = max

(j−1)W+1≤t≤jW

{
ql

i(t)
}

(8)

Where, ql
i(t) represents the value of the t-th neuron in frame

i-th of layer l, t ∈ [(j − 1)W + 1, jW]. W is the width of the
pooled area. Pl+1

i (j) is the corresponding value of neurons
in layer l + 1 of the pooling operation.

LSTM is a variant of recurrent neural network (RNN),
and its structure is improved to alleviate the gradient prob-
lem of RNN [13]. The structure of LSTM mainly includes
forgetting gate, input gate and output gate. The forget-
ting gate of LSTM determines the amount of information
passed, and its calculation process is as follows:

ft = σ (wL1 · [ht−1, xt] + bL1) (9)

Where σ is the sigmoid function. wL1 and bL1 are weight
and bias respectively. ht−1 is the output of the previous
unit. xi is the current input.

The input gate of LSTM determines whether new infor-
mation can be remembered by cell units, and its calculation
process is as follows.

it = σ (wL2 · [ht−1, xt] + bL2) (10)

C̃t = tanh (wL3 · [ht−1, xt] + bL3) (11)

Ct = ft · Ct−1 + it · C̃t (12)

Where wL2, wL3 and bL2, bL3 are the weight and bias of
input gate and memory gate units respectively. tanh is the
activation function. ft and it are the outputs of the forget-
ting gate and the input gate respectively. Ct is the output
of the memory unit. Ct−1 is the output of the previous
memory unit. C̃t is the output of the activation function
tanh.

The final output ht of LSTM unit is determined by the
output ot of the output gate and the output Ct of the mem-
ory unit. The specific calculation is as follows:

ot = σ (wL4 [ht−1, xt] + bL4) (13)

ht = ot · tanh (Ct) (14)

Where wL4 and bL4 are the weight and bias of the output
gate respectively.

2.4. Modified Deep Residual Network Model

Considering that different models have their own advan-
tages, model fusion can complement their strengths and
learn from weaknesses from different models. Convolu-
tional neural network (CNN) has strong feature extrac-
tion capability, which can extract deeper fault features and
capture attribute information of fault occurrence. Short
and long-term memory network (LSTM) has the ability
of short and long-term memory and can capture the time
sequence information of fault occurrence. Therefore, in
order to retain the timing sequence characteristics of vibra-
tion signals to the maximum extent [14], this paper designs
an improved deep residual network integrating improved
residual block and LSTM layer as a student behavior recog-
nition model. It can not only deal with the original behavior
features directly, but also integrate the time sequence in-
formation of the student behavior into the model while
extracting the student behavior information.

The structure of the improved residual network is
shown in Fig. 4, which includes two initial convolution lay-
ers, a pooling layer, a short and long memory network layer
and three improved residual blocks. Then the behavior clas-
sification is carried out by convolution layer, global average
pooling layer, expansion layer, full connection layer and
classification layer. The initial convolution layer is taken as
an example to describe the parameters. (Conv1D,32,3) indi-
cates that the model is an one-dimensional convolution neu-
ral network with a filter size of 32 and a convolution kernel
size of 3. (MaxPooling,3) represents the maximum pooling
operation, and the pooling block size is 3. (LSTM,32) repre-
sents that the model is a long and short memory network,
and the number of neurons is 32. (Dropout,0.25) represents
the drop layer, and the drop rate is 0.25. (Dense,64) is the
fully connected layer with 64 neurons. Flatten stands for
unfolded layer. ReLU represents the linear unit activation
function after rectification. Softmax represents the classifi-
cation layer activation function. LSTM layer is designed to
carry out time sequence feature extraction, multilayer resid-
ual block is designed to carry out deep behavior feature
extraction, the global average pooling layer is designed to
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deal with the learning features, the features of each image
as a pool area to perform the operation, and the output size
equal to the number of feature maps classification layer
number of neurons in the same number and behavior cate-
gory [15–18].

2.5. Student Behavior Recognition Process

In order to solve the problem of difficult behavior feature
extraction caused by the complex and changeable learning
environment of students, a DRN-LSTM method for student
behavior recognition is proposed in this paper. The stu-
dent behavior recognition process based on DRN-LSTM is
shown in Fig. 5. First, in the data processing stage, data
sampling and data standardization are required, and then
the proportion of training set, validation set and test set
is divided. Finally, the data label is one-hot coded. In the
model training phase, network parameters are initialized
first, and then the pre-processed training set data is input
into the improved deep residual network that integrates
the LSTM layer and Dropout layer for training, and pa-
rameter adjustment is performed using the validation set.
After the training, the behavior recognition model can be
obtained. In the recognition stage, the test data is input
into the behavior recognition model and the recognition
results are output.

3. Experiments and analysis

Daily classroom videos of 5 classrooms are collected as
data sources. The actions with recognition and classifica-
tion in the video are manually screened and annotated.
The original video is edited in 10s to generate the original
video data set. Considering that students’ common images
in the classroom scene can be divided into bowed head,
sideways, sitting up and raising hands, these four types of
videos are selected from the original video database and
segmented according to frames. Each image has a resolu-
tion of 256×256 pixels. Considering the balance of training
data, the video library is screened and a total of 5500 images
are finally obtained, including 1600 sitting, 1400 sideways,
1400 bowed head and 1100 hands raised.

A total of 4000 images are collected in the hand move-
ment data set, including 3200 training images and 800 test-
ing images. In order to realize the classification of hand
movements, the data set of hand movements is divided
into three subcategories, including 2400 conventional be-
havior images, 800 mobile phone playing images and 800
writing images.

This data set is input into the classification network
model proposed above for training. The accuracy of the
model on the test set is compared with the accuracy of the

Table 1. Comparison of accuracy

Model Accuracy/%
LSTM 86.32
Residual network 88.45
DRN-LSTM 96.56

direct training of the images collected in this paper, the
accuracy of the images processed by LSTM algorithm and
the accuracy of the images processed by Residual network.
The results are shown in Table 1.

LSTM algorithm is used to extract the hand region, and
prune the model based on the operation speed and the de-
ployment of the model. First, the mean Average Precision
mAP (mAP) is 0.8206 after normal training for the hand
data sets. Then, global sparse training is used to perform
attenuation with a learning rate of 0.1 at 0.7 and 0.9 stages
of the total cycle, and the default scale parameter is 0.001.

After sparse training, channel pruning is carried out,
and the width value of channel pruning is set to 0.84. The
ratio of minimum number of maintained channels in each
layer is 0.01. Then fine-tune the pruned model is used
to improve the accuracy. Table 2 shows that the perfor-
mance of the proposed network is greatly improved after
pruning on this data set. The number of parameters in the
model is 16.61%, and the compression ratio of the model
is 83.4%. On Titian V, the processing time is reduced by
47.38%, while the maps of all classes remains basically un-
changed. Therefore, the pruned model can be used as the
reference network of the action classification module in the
new framework of this paper.

After screening the processed hand area, the images
of playing mobile phone and writing are obtained. The
training data set is constructed. Hand behaviors are di-
vided into three categories: playing with mobile phone,
empty-handed and writing. So hand movement classifier
is obtained by training in the network mentioned above.
The parameters of the training are set to learn rate=10-
4, epoch=200, and batch size=128. The entire network is
trained by stochastic gradient descent. In the final test set,
the detection accuracy of mobile phone playing and writing
is 93.2% and 88.7% respectively.

In order to verify the accuracy and efficiency of class-
room behavior recognition based on the combination of
hand regional features and global motion features, and to
prove the effectiveness of the proposed method, 200 groups
of experiments are conducted on the newly recorded class-
room video data set of ordinary classes. The experimental
results of its final recognition are shown in Table 3. FPS
(Frames Per Second) refers to the average number of image
frames that a model can process per second. The experi-
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Fig. 4. Structure diagram of improved residual block

Table 2. Changes in parameters after pruning

Model mAP/% Parameter size/MB Reasoning time/s
LSTM 0.8206 59.5 0.0122
DRN-LSTM 0.8241 9.4 0.0076

ment shows that the accuracy of behavior recognition based
on the fusion of residual network depth feature informa-
tion is improved compared with the image classification
of hand region, and the student classroom behavior recog-
nition algorithm adopted fully meets the requirements of
accuracy and efficiency.

The data labels of classroom behavior recognition may
have ambiguity, which brings great problems to the conver-
gence of model training. The loss function represents the
difference between the model’s prediction label and the real
label for a sample, which can measure the model’s learning
of the sample. Checking the sorting of loss function loss. If
the loss value is large, the sample label may be mislabeled
or the behavior of its own picture is ambiguous. The best
way to deal with such data is to remove it manually. Thus,
the interference of similar behaviors can be eliminated and
the accuracy of recognition can be improved.

4. Conclusion

In this paper, deep learning and computer vision technol-
ogy are used to study the method of students’ classroom
behavior recognition, and the data set of students’ class-
room behavior in real scenes is created. The model of
student behavior classification is obtained by global pos-
ture recognition and local posture recognition. LSTM has

the ability of short and long term memory, which can cap-
ture the time sequence information of students’ behavior
and obtain more abundant feature representation. The
Dropout layer introduced into the residual block can dis-
card some redundant information in the network, prevent
the network from over-fitting, and improve the identifi-
cation efficiency. The model is compressed to obtain an
efficient and high-precision behavior recognition system.
Through the test, the system has obtained good results, and
can realize the automatic detection of classroom behavior,
which is of great significance to measure students’ learn-
ing commitment, teachers’ optimization of teaching design
and implementation of teaching intervention, and students’
self-adaptive learning. In the future, graph convolutional
neural network will be used to process the video time and
the picture space dimension of each meal, so as to further
improve the accuracy of class behavior classification of
students.
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Fig. 5. Structure diagram of improved residual block

Table 3. Accuracy and efficiency results
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