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An outlier is an observation whose pattern does not follow the majority of the data. Outliers in this study
were characterized by extreme distance values, both very small and very large, exceeding the predetermined
value. The method used in this research is Minimum Vector Variance (MVV) method because it has good
computational efficiency and is robust against outliers. Based on the MVV algorithm applied to data on HIV
patients in Indonesia in 2016-2018. The results showed that the MVV method produced more extreme distances
than the Mahalanobis distance in labeling outliers. In the research data, it is found that there are 16 regions
including outliers of the 34 observation used.
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1. Introduction

Detection of outliers on multivariate data is a challenging
science for researchers. This is because outlier detection in
multivariate data is not easy. The problem becomes com-
plex when there are two or more outliers derived from
more than two variables [1]. This difficulty increases when
the data is large, which is characterized by a large number
of samples and variables. For problems like this, [2] have
stated that the efficiency of the calculation is an important
thing, as is the effectiveness of the detection process. The
existence of outliers in the data can also lead to deviations
from the results of data analysis, such as deviations from
the results of statistical tests based on average and covari-
ance parameters. Therefore, it is necessary to identify its
existence [3].

There are several methods used to detect outliers includ-
ing Minimum Volume Ellipsoid (MVE) which is based on
the smallest ellipsoid volume estimator which includes h
from n observations [4], Robust Mahalanobis [1], Minimum
Covariance Determinant (MCD) is used to detect outliers
based on the determinant value of the variance-covariance

matrix [5], Fast Minimum Covariance Determinant (FMCD)
is a modification of the MCD method which uses a min-
imum determinant value of the variance-covariance ma-
trix [6], and the Minimum Vector Variance (MVV) method
which is a modification of the Fast MCD (FMCD) algo-
rithm by using a minimum size Vector Variance (VV) [7].
Among these methods, MVV is a more effective method
with a lower level of complexity. In addition, according to
[8]MVV has excellent properties as an estimator, namely
having a high breakdown point value, having an affine
equivariance character, and a very high level of computa-
tional efficiency. Other research [9] states that the MVV
method is robust against data that has been contaminated
with outliers. So, this method is good for outliers labeling
on multivariate data.

In Indonesia, the number of HIV sufferers has fluctuated
in the last three years. Based on data from the Indonesian
Ministry of Health [10], the number of HIV sufferers in 2016
was 41,250 cases, then in 2017 it increased to 48,300 cases,
and in 2018 the number decreased to 46,659 cases. This
puts Indonesia in the top three of the spread of HIV among
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Asia Pacific countries. Based on the research conducted
[11] it is necessary to increase and expand HIV prevention
efforts.

Therefore, support from all sectors is needed. In addi-
tion, collective action that is not limited to both the govern-
ment sector and society. Only in this way can the spread
of the HIV epidemic in Indonesia be prevented. This pre-
vention effort is expected to prevent the emergency of new
HIV cases. Another study conducted by [12] produced find-
ings that indicate the need for interventions that reduce the
impact of HIV stigma on PLHIV. According to [13] people
living with HIV also have the potential to contract other
diseases that will exacerbate their negative risk. This con-
dition underlies the importance of conducting research on
data on HIV sufferers in Indonesia by labeling outliers us-
ing the MVV algorithm. Outliers of HIV data in Indonesia
are marked with either very small or very large extreme
values.

2. Methodology

2.1. Datasets

The multivariate data used in this study comes from the
Ministry of Health of the Republic of Indonesia in 2018 [10]
regarding data on the number of HIV sufferers in Indonesia
for 2016-2018. The research data consisted of 3 variables
and 34 observations consisting of all provinces in Indone-
sia. To show the strength and level of accuracy of the MVV
algorithm, contamination data is used. The contamination
data comes from X ∼ Np(3µ, ∑), causing the range of ob-
servations to be further from the data center and does not
follow the distribution of data patterns so that observations
on this data can be categorized as outliers. Contamination
data aims to see the effectiveness of the method in detecting
outliers. The contamination data consisted of 0%, 5%, and
15% outliers.

2.2. Mahalanobis Distance

Mahalanobis distance is a method for detecting outliers
on multivariate data. Mahalanobis distance is obtained
by calculating the distance of each observation to the data
center. Mahalanobis distance squares are calculated using
the formula [14] as follows:

d2
MD = (xi − x̄)′ S−1 (xi − x̄) > χ2

p,(1−α) (1)

Where d2
i = square the distance of observation - i and xi=

observation value -i with,

X =


x11 x12 . . . x1p
x21 x22 . . . x2p

...
...

. . .
...

xn1 xn2 . . . xnp

, x =


x̄1
x̄2
...

x̄p

,

and S =


S11 S12 · · · S1p
S21 S22 · · · S2p

...
...

...
...

Sp1 Sp2 . . . Spp


Steps to detect outliers with Mahalanobis distance [14] :

1. Determine the value of mean vector (x)

2. Determine the value of the variance covariance matrix
(S)

3. Determine the value of Mahalanobis distance for every
observation with mean vector and variance covariance
matrix: d2

i = (xi − x̄)′ S−1 (xi − x̄) , i = 1, 2, . . . , p

4. Sort the value d2
i from small to large d2

1 ≤ d2
2 ≤ ...

≤ d2
n.

Mahalanobis distance is evaluated using χ2 in the de-
grees of freedom (df) equal to the number of variables
used in the study. This identification of outliers in the
observation-i are defined as outliers if the square of Maha-
lanobis distance is greater than the chi-square value (χ2 )
on the p variable [14].

2.3. Algorithm Minimum Vector Variance

Minimum Vector Variance inspired by the C-Steps algo-
rithm in FMCD. Rousseuw and Van Driessen introduced
the FMCD method to detect outliers based on the deter-
minant value of the minimum variance-covariance matrix.
However, the FMCD method has a weakness when the de-
terminant value of the variance-covariance matrix is zero.
[15] modified the FMCD algorithm to be more effective
than the previous method and had a lower level of com-
plexity by using a minimum size vector variance (VV). The
result of this modification is known as Minimum Vector
Variance (MVV).

The MVV criteria for estimates location and dispersion,
were first introduced by Herwindiati, 2006 [7] by consid-
ering the data set X = {X1, X2, ...Xn} from an observation
with the number of variables is p. Let TMVV and SMVV

is the MVV estimate for the location parameter and the
variance covariance matrix.

Estimates are obtained based on the set H, Where H
⊆ X. The number of element locations of H is h = (n+p+1)

2
data which will provide a variance covariance matrix SMVV

with a minimum tr(S2
MVV) value for all possible sets con-

taining h data. Hence, the estimated MVV for the location
parameter of the matrix is as follows:

TMVV =
1
h ∑

i∈H
Xi (2)
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Table 1. Result of MVV Data Iteration

Iteration Tr(S2) (Outliers 0%) Tr(S2) (Outliers 5%) Tr(S2) (Outliers 15%)
1 3.281136e+13 9.810788e+13 2.285931e+13
2 40912894560 41988881807 53459115753
3 39308044790 40947408334 38572524955
4 39308044790 25330500267 38572524955
5 - 25330500267 -

Source: Processed data, 2020

SMVV =
1

h− 1 ∑
i∈H

(Xi − TMVV) (Xi − TMVV)
′ (3)

The calculation of the estimated value of the MVV es-
timator is done using the MVV algorithm approach. This
algorithm basically calculates the objective value of all pos-
sible data subsets obtained based on h =

n+p+1
2 data, with

the variance covariance matrix SMVV which has the min-
imum value of tr(S2

MVV) In determining the estimator of
the parameters, the MVV algorithm is used as follows:

1. Taking the data set consisting of h =
n+p+1

2 data de-
clare this data set with Hold.

2. Calculation the mean vector XHold and the variance
covariance matrix SHold for all data Hold. Next for i =
1,2,..., n, determine

d2
Hold

= d2
Hold

(
Xi, X̄Hold

)
=
(
Xi,−X̄Hold

)′ S−1
Hold

(
Xi,−X̄Hold

)
3. Sort the calculation results from smallest to largest.

This sequence will give the permutation of the ob-
served index π. For example, the result of sorting the
data are

d2
Hold

(π1) ≤ d2
Hold

(π2) ≤ · · · ≤ d2
Hold

(πn)

4. Form a new set consisting of h observations with index
π(1), π(2), ..., π(n), then name it Hnew.

5. calculating X̄Hnew , SHnew dan d2
Hnew

(Xi, X̄Hnew ) as in
the step 2

6. If Tr(S2
Hnew

) = Tr(S2
Hold

) then the process is done. If
Tr(S2

Hnew
) < Tr(S2

Hold
) then the process continuous un-

til k-iteration reaches Tr(S2
Hnew

) = Tr(S2
Hold

)

7. If SHi is the variance covariance matrix of the iteration-
k. Then at the end of the iteration the k will have
Tr
(

S2
H1

)
≥ Tr

(
S2

H2

)
≥ · · · ≥ Tr

(
S2

Hk−1

)
= Tr

(
S2

Hk

)
8. If the value of minimum trace has been obtained on

the variance covariance matrix, the next step is to sort
the multivariate data using the Mahalanobis distance.

9. Mahalanobis distance from the minimum trace is
called Robust distanceMVV which is then evaluated
using χ2 in degrees of freedom (df) as many as the
number of variables used in the study. Data identifica-
tion in the i TH observation is defined as an outlier if
RdMVV ≥ χ2

(p:1−α)
.

2.4. Breakdown Point

According to [16] the breakdown point is the smallest frac-
tion or percentage of outliers that causes the value of the
estimator to be large. The breakdown point is used to
explain the breakdown size of the robust technique. The
highest possible breakdown point for an estimator is 50%.
If the breakdown point is more than 50%, it means that the
regression model estimate cannot describe the information
from the majority of the data. One of the estimators that
has a high breakdown point value is the MVV algorithm
[7].

Herwindiati has proven that the breakdown point value
of the MVV algorithm is 50% or asymptotically it is 1/2.
That is, MVV has a minimal proportion of the number
of outliers compared to all observational data. In other
words, the MVV algorithm is robust or robust against out-
liers. Meanwhile, Mahalanobis Distance in this study has
a breakdown point value of 0 because outliers affect the
mean and standard deviation.

In this study, the results of the Mahalanobis distance are
shown not as a comparison of the MVV algorithm, but only
shown because in multivariate data, sequencing the MVV
algorithm uses the Mahalanobis distance. So, it can be seen
the work process when Mahalanobis Distance is used in
multivariate data sorting.

3. Result

In this research, the first step is to find the minimum iter-
ation so that the value can be processed in the Minimum
Vector Variance algorithm. To find the minimum iteration,
the step taken is to find the value of the variance covari-
ance matrix, that squaring the main diagonal value in the
variance covariance matrix to obtain the trace value. Then,
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Table 2. Outlier Detection Result using the MVV

Outlier Contamination Number of Observation (n) Number of variable (p) Number of Outliers
0% 34 3 16
5% 36 3 18

15% 39 3 21
Source: Processed data, 2020

the trace value that have been obtained are squared. If
the result is that Tr(S2

Hnew
) = Tr(S2

Hold
) then the process is

terminated, meaning Tr(S2) the minimum has been found.
Then, the data with minimum Tr(S2) will be used to cal-
culate the Robust MVV distance. The following are the
iterations of data on HIV patients in Indonesia with outlier
contamination of 0%, 5%, and 15%:

Based on Table 1, it can be seen that the outlier contam-
ination of 0% and 15% obtained Tr(S2

Hnew
) = Tr(S2

Hold
) or

the square trace value The minimum is obtained in the 4th
iteration because the value in the iteration is the same as
the value in the 3rd iteration, while for outlier contamina-
tion of 10% the minimum trace value is in the 5th iteration
because the value in the iteration is the same as the value
in the previous iteration. Since the minimum iteration has
been obtained, the next step is to calculate the robust MVV
distance using the mean and variance-covariance matrix.
The results of data processing are in accordance with the
MVV analysis procedure using R. Table 2 shows the results
of outlier detection using the MVV method on data with
outlier contamination of 0%, 5%, and 15%:

To see the Mahalanobis distance working process in
multivariate data sorting, outliers labeling using Maha-
lanobis Distance and MVV is shown in Table 3. Based on
the Table 3, it can be seen that the outlier labeling using the
mahalanobis distance resulted in 5 outliers in the data on
HIV patients for 2016-2018. The areas that are included in
outliers are DKI Jakarta, West Java, Central Java, East Java,
and Papua with an average distance value generated of
14.85644. Meanwhile, the outliers labeling using the Mini-
mum Vector Variance algorithm resulted in more outliers
because the steps were more complex than the mahalanobis
distance. As mentioned by [7, 9] that the MVV method is
robust for outliers or robust on data that has been contami-
nated with outliers.

This means that the results of the labeling used on HIV
data are reliable. The areas labeled as outliers using the
MVV method are North Sumatra, Riau, Riau Islands, DKI
Jakarta, West Java, Central Ja¬va, Yogyakarta Yogyakarta,
East Java, Bali, East Nusa Tenggara, South Kalimantan,
East Kalimantan, South Sulawesi, Maluku, West Papua and
Papua. In Table 3, the regional data shown is data without
outlier contamination. Below is a visualization of the area

in Indonesia:
Fig. 1, it can be seen that the most dominant areas of HIV

spread in 2016-2018 were Java and Papua, while Sumatra,
Kalimantan, Bali, Nusa Tenggara and Sulawesi tended to
be excluded from outliers.

On Fig. 2 obtained a very complex difference compared
to Fig. 1. Fig. 2 is the visualization of outliers labeling using
the minimum vector-variance method. Based on this figure,
if combined with the results of the calculations in Table
1, it can be seen that the MVV method produces extreme
distances so that it is very clear the difference between areas
including outliers and non-outliers. Almost every island in
Indonesia has an area that is classified as an outcast in the
spread of HIV. One of the factors that underlie this is the
complexity of calculating the MVV method compared to
the Mahalanobis distance.

4. Conclusion

Based on the research that has been done, it can be con-
cluded that the Minimum Vector Variance algorithm pro-
duces more extreme when using multivariate data sequenc-
ing of Mahalanobis distance in labeling outliers. In the
2016-2018 HIV data in Indonesia, it was found that there
were 16 regions including outliers of the 34 observations
used. These areas including outliers can become the gov-
ernment’s main focus in preventing the spread of HIV in
Indonesia.
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