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For improvement of cycle method of force of china, there is need to organize and recuperate the prevalence of force
source within the network, during this examination, as indicated by the non-intermittent and occasional qualities of
the consistent public list of force greatness, an effect predominance consistent state list appraisal and conjecture
framework established on turbulent plan hypothesis and littlest squares arrangement vector component in huge
information foundation is planned. Initially, tumultuous framework hypothesis is used to remake the stage planetary
of the authentic information of traditional force greatness consistent state files, and to make another information
data space covering attractors. At that time, the LSSVM is employed to arrange the examples in high-dimensional
space, and also the (PSO) calculation is used together to urge the simplest list assessment and expectation framework
model. Simultaneously, the framework is applied to the important observing of the electrical energy treatment limit
of a circulation network during a specific spot. The regular consistent state record of force quality is employed
to assess and screen, and therefore the normal relative mistake is under 7%. Clearly, the end result is superior to
the customary back spread (BP) neural organization forecast strategy, which demonstrates that the control class
consistent state list assessment framework established on turbulent framework model and statistical procedure
uphold course machine underneath enormous information may be broadly utilized.
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1. Introduction

In computer science, sorting and scanning are two basic oper-
ations. Sorting involves grouping the details in the sequence
in which it rises or decreases. In a set of objects, searching
implies locating a position or locating an aspect of a given
object. Many data constructions are used to store knowledge,
but simple data structures used for sorting and searching
process are arrays, connected lists and tree. Any type of
arithmetical data, script, series, and charm data is the search
feature. A variety of search systems, such as consecutive
search, dualistic search, tree exploration and hashing, have
been industrialized. Each search procedure depends on the
specific challenge, data stuff, and difficulty of the procedure.

This research paper offers a brief introduction to the search
algorithm, describes which form of search algorithm is used
for which form of query, and contrasts various types of search
algorithms in a various significant parameter such as com-
plexity of time, complexity of room, related key, no similari-
ties, etc. The element category originates from a file or chart.
Each part is a call to best. The search method refers to a folder
or bench and seeks a place for a particular document. A key
is connected with each document and this key is split into
various documents. If the key is stored at the beginning of the
log, the internal key is considered this sort of key [1]. In some
instances, the key is placed on a different table with a refer-
ence to the database, so this sort of important is considered
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an outside key.

Each of the files or tables has two main sets. This key is a
purported main key and this collection includes an interior
and outside key. The first collection determines specific de-
tails [2]. The second collection determines none of the special
knowledge that this key is a subordinate key. We look for
an component with a position that we need to set first after-
ward that.By the quick growth of China’s budget and the
incessant growth of science and technology, great and signifi-
cant fluctuations have occupied place in the characteristics
of power grids, load composition and control techniques of
power systems in the 21st century. Both distribution and
power generation are developing towards automation and
distributed energy structure [3].

2. Methodology

For the evaluation, monitoring and prediction of the main in-
dicators of control quality, the change trend of control quality
at the corresponding monitoring points can be obtained in
advance, which causes the corresponding process of power
grid and the attention of managers to potential control quality
problems, so as to provide correct decision-making for the
management and protection of power quality problems. At
present, in China’s control quality forecasting, monitoring
and evaluation system, data collection and collation are car-
ried out by day, week, month, season and year. Quantitative
statistics is often used as index data with probability values
approaching 96% [4]. According to previous data statistics, it
is found that the trend change of control excellence steady-
state index has the characteristics of quasi-periodic and non-
periodic. In chaos theory, this trend can be restored by spatial
reconstruction. For this reason, a prediction system model
founded on chaotic system theory and LSSVM is designed.
The design process is shown in figure 1. In the figure above,
the process of control quality steady-state index evaluation
and prediction system mainly includes the following steps
[5].

Firstly, the facts of control quality steady-state index evalu-
ation and prediction system are pre-processed, and the abnor-
mal data are judged, corrected, and normalized. According
to Laida theorem [6], the abnormal data information is identi-
fied and the steady-state index arrangement x= xi/i=1,2,n in
control quality assessment is obtained.

The corresponding mean value % and residual error VI are
obtained.
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Fig. 1. Flowchart of forecasting model of control quality
steady state indices.

According to Bessel expression, the corresponding stan-
dard error is calculated. If the detection value xk(1 < k < n)
satisfies [7]:

V| =[x —X| > 30 )

Then, xk is judged as an abnormal value, and the average
value of the values in the two monitoring points at the adja-
cent time points is identified and corrected [7]. Secondly, the
optimal mosaic frequency m and the optimal delay time point
T are obtained by the corresponding improved C-C method
[8], and the phase interplanetary reconstruction of the steady
state index of the electric energy treatment quantity is per-
formed. At the same time, the largest Lyapunov exponent
is intended by the minor data technique [9], and the chaotic
model of the sequence is entered. Thirdly, according to the
phase space trajectory expression theory in chaos theory [10],
the training sample and the test sample are taken. Fourthly,
the LSSVM is used to test and train the newly extracted sam-
ples in the high-dimensional region, and the PSO algorithm
is used to find the optimized normalized numerical parame-
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ters C and numerical parameters fifthly, the trained LSSVM
system [11] is used to evaluate the steady state index in the
control quality assessment, and the corresponding error anal-
ysis operation is performed. The main links of the steady
state index evaluation and prediction system in the control
quality assessment mentioned above is phase region recon-
struction and LSSVM and parameter optimization, which
will be elaborated on the following.

2.1. LSSVM parameter optimization based on PSO

In the procedure of exercise and monitoring the LSSVM, the
values of normalized numerical parameter C and numerical
kernel parameter ¢ are particularly important. In order to
optimize the evaluation and prediction system, the PSO al-
gorithm is used to catch the optimal numerical limit C and
the numerical kernel limit 6. In PSO, random particles up-
date the corresponding velocity and position relationship by
searching discrete extreme worth Pbest and group thrilling
worth gbest. In this way, after repeated updates, the global
optimal answer of the collection is finally found. The updat-
ing formula of particle velocity and position information is
as surveys.

In the formula, vt and xt respectively refer to the speed
and coordinates of the particle’s t-th update; w refers to iner-
tial weights; r1 and 12 refer to random values in the region [
1]; c1 and c2 refer to learning factors [12]. The detailed steps
of optimizing the corresponding numerical parameters by
using PSO algorithm [13] are as follows: Firstly, the numer-
ical parameters are initialized. The information of particle
size, update times, learning factors and particle accident loca-
tion and speed are set. Secondly, the normalized numerical
parameter C and the numerical kernel parameter 6 are con-
sidered as a set of random particles. Each group of particles
corresponds to aLSSVM model. In the current model, xtrain
and ytrain are trained. The predicted and actual values are
compared and the particle adaptation values in this coordi-
nate are obtained. Thirdly, in the relative motion of particles,
the adaptive values in different coordinates will be obtained.
Each movement of the particle is then compared in size.

The relatively small adaptive values are corresponded to
the corresponding coordinate positions and are taken as the
current optimal coordinate positions of the particle. Fourthly,
by comparing the fitness values between the particles in the
same time period, the fitness values with smaller values are
corresponded to the position of a particle, and then are taken
as the current optimal coordinate position information in

the population. At the same time, the particles are updated
by formula 15 and formula 16. Fifthly, whether the all-out
number of updates has been reached is checked. If it meets
the corresponding conditions, it is necessary to finish the
calculation and output the corresponding numerical results,
or return to the second step for recalculation [14].

2.2. Case study and contrast test

Through the design of the voltage quality steady-state index
evaluation and prediction system mentioned above, using
chaos theory, and combining the optimized LSSVM algorithm
and improved PSO algorithm, a smart grid voltage quality
steady-state index evaluation system based on large data
analysis is obtained. In order to further prove that the system
can be better applied, the voltage quality steady-state index
evaluation and prediction system designed in this study is
applied to a substation monitoring point for test experiments.
At the same time, it is compared with BP neural network
method to verify its optimization degree.

In order to count the accuracy of examination and predic-
tion, relative error Ere, average relative error Emre and root
mean square error Ermse are introduced to get the following
formula [23]:

_FO-LO) 000
Er=—F G 100% (©)
Ermse = 1/ & 3-(G) ~ L()? @
i=1

In the formula, F(i) refers to the foretold value and L(i)
refers to the real worth. The three formulas are used to fur-
ther verify whether the BP neural network method and the
optimization system involved in this study have smaller and
more accurate relative error maximum, average relative error
and root mean square error.

3. Results and discussion

In the steady-state index of control quality evaluation, the
data information monitored on the day is taken as the daily
index value, and the large data composed by the control
excellence evaluation and prediction checking system of a
certain power network is taken as the experimental sample.
The index values of voltage deviation, distortion rate of total
harmonics, unbalance of three-phase voltage and long-term
flicker are evaluated and predicted. Taking the deviation
value of voltage as a sample, the evaluation and prediction
procedure of regulator quality index is described concretely.
Figure 2 reflects the time series of voltage deviation daily
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indicators of a 10kV substation monitoring point in 2016-
2018. Considering that the net structure, load classification
and volume capacity of the predictive monitoring point have
not altered much in a certain retro of time, the detected data
can be taken as corresponding experimental samples.

Voltage deviation(%h)
£

Fig. 2. Raw voltage deviation with the time series.

By using the improved C-C method mentioned above, the
phase-area redistribution parameters of the sequence of volt-
age deviation time points are calculated, and the primary
partial least of is taken as the optimal postponement “d. The
periodic opinion of is regarded as the optimal embedded
window T through the formula ¥ w=(md-1)" d, the best em-
bedding dimension md can be obtained. The corresponding
results are shown in figure 3, and ¥ d=12.1, * w=96.2, and
md=9.02 are obtained.

According to the obtained td and md, the maximum Lya-
punov promoter of the time series of voltage deviation is
designed by means of the small data information technique.
If the end shows a positive number, the time series has cer-
tain chaotic characteristics. Figure 4 shows the Lyapunov
exponential curve of the time series of voltage deviations’
represents the steps of discrete time evolution, and y (k) rep-
resents the logarithmic average of distance. It can be seen
that within the K interval [0,200], y (k) is approximately a
straight line, and its slope is the highest Lyapunov index
A It can be calculated * = 0.043, which indicates that the
sequence of voltage deviation time points at this point has
chaotic characteristics.

md =9.02, and td = 12.1 are substituted into formula 3. For
the reconstruction of phase region of voltage deviation time
series, training samples (xtrain,ytrain) are adopted .LSSVM
is used to train its parameters in high dimensional space.
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Fig. 3. Reconstruction parameters based on improvedC-C
method.

According to PSO, the LSSVM model is optimized to obtain
population number N = 30, learning factor c1 = c2 = 1.45,
all-out update number Tmax = 502, and inertia weight W =
0.92. Search range Ce [0,502] and J€[0,50] are set. At the same
time, the LSSVM toolbox is used to make some simulation

comparisons with a certain web search method.

3.1. Comparisons with web search method

In figure 5, PSO and web search are used to enhance the stric-
tures of LSSVM model, and the fitness is the root mean square
error of the predicted and real standards in the corresponding
training samples.

Thus, compared with the grid search technique, PSO has
faster convergence speed on the adaptive curve, and the
corresponding values are obtained: C = 73.127, § = 0.742.
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Fig. 4. voltage deviation time series.

..........

Fig. 5. Fitness curves based on PSO and grid search
method.

3.2. Comparison with BP neural network

The C=73.127 and the 6=0.742 obtained above are substituted
into the LSSVM model. According to the corresponding
chaotic theory, the reciprocal value of Lyapunov exponent A,
Tm=1/A refers to the upper limit of predictive monitoring
time in the chaotic theory system, that is, the longest pre-
dictive time. The maximum Lyapunov exponent A = 0.043
for the sequence of voltage deviation time points, thus Tm
= 21.23d is obtained. At the same time, on the basis of guar-
anteeing the prediction accuracy, the daily voltage deviation
of the monitoring point in December 2018 is evaluated and
predicted. In the process of forecasting, the forecasting value
of each step is retained, and then it is used as the reference
value for the next step. In demand to explore the rationality
and practicability of the proposed assessment and prediction
system model, the system and BP neural network method are
compared and tested. The results are shown in figure 6.

From the figure, it can be seen that the foretold results
founded on chaotic theory system and LSSVM are similar and
closer to the actual values. It can be known that the evaluation
system designed in this study is an evaluation and prediction
system founded on BP neural network technique. Secondly,
in command to further test the correctness of the system,

the maximum relative error, average relative error and mean
square error of the system prediction are associated with the
BP neural net technique. From table 1, the steady-state index
evaluation system designed in this study has advantages in
the approximation of relative error, average relative error and
root mean square, and this system is more accurate.

4. Discussion

The steady state index in control quality assessment reflects
the state of power system under stable operation. After the
design of the steady-state index evaluation and prediction
system in control quality assessment, the chaos theory and
LSSVM and PSO algorithm are used to construct the system.
C-C method and small data quantization are used to enter the
sequence operation. Through the corresponding empirical
application analysis, compared with the actual error predic-
tion value of network search method and BP neural network
method, it is concluded that the steady-state index evaluation
system in power quality evaluation in this study has great
advantages.

5. Conclusion

Based on the related of large data, the steady-state index eval-
uation system for power quality evaluation of smart grid is
designed and applied. Chaos theory system, LSSVM and
PSO are used to construct the system. It is concluded that the
system designed in this study has earlier convergence speed
and training correctness than the web search technique. At
the same time, it is concluded that voltage deviation, entire
harmonic misrepresentation rate, three-phase voltage disturb
and long-term glimmer have chaotic characteristics among
the factors affecting the change of steady-state index in power
quality assessment. In addition, the improved C-C technique
is introduced. By scheming the optimal mosaic measurement
and the optimal system postponement with local or partial
minima and periodic correspondence points, the relevant fea-
tures of chaotic attractors can be well mapped. At the same
time, by comparing the designed system algorithm with BP
neural network algorithm, it is concluded that the predic-
tion results of local chaotic system and LSSVM model are
more accurate and closer to the actual values than those of
BP neural network. In addition, it is superior to BP neural net
in terms of maximum relative error, root mean square error
and average relative error. The average comparative error of
steady-state index evaluation and prediction in control qual-
ity evaluation is less than 7%. The design of this system will
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Table 1. Forecasting results of voltage deviation.

Time  Actual value/% BP neural network method This paper designs the system model
Predictive value/% Ere/% Predictive value/% Ere/%
12-01 4.612 5.121 10.431 4.321 -6.872
12-02 5.087 4.832 -5.021 5.197 3.176
12-03 4.656 4.312 -8.132 4.490 -3.765
12-04 4.233 4.197 -0.637 4.401 1.568
12-05 4.087 4,265 3.781 4.166 1.436
12-06 4.176 4.323 0.541 4.137 -0.745
12-07 4.301 4.398 1.276 4.097 -2.043
12-08 4.825 5,109 -8.605 4478 -6.436
12-09 5.266 5.231 -3.834 5.204 -2.143
12-10 4.377 4.456 19.12 4.231 -4.452
12-11 4.126 4.564 9.23 4.126 0
12-12 4.254 4.387 3.677 4.178 -2.798
12-13 4.209 4.367 5.124 4561 0.439
12-14 4.298 4.278 1.198 4.143 -1.107
12-15 4.785 4432 -7.561 5.234 6.231
Emre - 5.912% 2.834%
Ermse - 0.324% 0.163%
bring new technology reference for the application of smart References

grid system based on large data background. At the same
time, more and more consideration has been remunerated
to the investigation of early warning system of steady-state
indicators in control quality assessment. It is hoped that ex-
perts, and scholars will make joint efforts to reduce voltage
and improve the quality of power supply.
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