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Abstract

In this paper, a method based on the particle swarm optimization (PSO) is proposed for pattern

classification to select a fuzzy classification system with an appropriate number of fuzzy rules so that

the number of incorrectly classified patterns is minimized. In the PSO-based method, each individual

in the population is considered to automatically generate a fuzzy classification system for an M-class

classification problem. Subsequently, a fitness function is defined to guide the search procedure to

select an appropriate fuzzy classification system such that the number of fuzzy rules and the number of

incorrectly classified patterns are simultaneously minimized. Finally, two classification problems are

utilized to illustrate the effectiveness of the proposed PSO-based approach.
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1. Introduction

Fuzzy rule-based systems have been successfully ap-

plied to solve many classification problems. In many

classification problems, fuzzy classification rules are de-

rived from human experts as linguistic knowledge. Be-

cause it is not usually easy to derive fuzzy rules from hu-

man experts, many approaches have recently been pro-

posed to generate fuzzy rules automatically from the

training patterns of the considered classification problem

[3�5,7,8,13]. In order to generate fuzzy rules from train-

ing patterns, fuzzy partition in the input space are gener-

ally considered to determine the premise part of a fuzzy

classification system. The grid-type fuzzy partition of

the input space [3,4,7,9,11,13] and the scatter-type fuzzy

partition of the input data [8,10] have been often used to

model fuzzy systems for training patterns. In [3], a heu-

ristic method for generating fuzzy rules is applied to the

grid-type fuzzy partitions, and a rule selection method,

based on genetic algorithms, is then employed to select

the relevant fuzzy rules from the generated fuzzy rules

for classifying the training patterns in the considered

classification problem. However, this approach to solv-

ing classification problems with high-dimensional pat-

tern spaces has a significant shortcoming: the number of

fuzzy rules becomes enormous as the number of dimen-

sions increases and the learning time for genetic algo-

rithms is too high. Furthermore, an adaptive grid parti-

tion in the input space is used to design the ANFIS-based

fuzzy classifier in [4]. This approach takes the uniformly

partitioned grid as the initial state. The grid evolves as

the parameters in the premise membership functions are

adjusted. However, the adaptive grid-partition scheme

has two problems. First, the number of fuzzy sets for

each input variable is predetermined in advance. Second,

the learning complexity suffers from an exponential ex-

plosion as the number of inputs increases. In the scatter

partition for constructing fuzzy classifiers, fuzzy min-

max hyperbox classifiers are powerful tools for solving

classification problems. Simpson [8] proposed a method

for generating the hyperbox regions to construct a fuzzy

classifier to the considered classification problem. In this

approach to the classification problem, the learning pa-

rameter is very critical, since it directly affects the num-

ber and position of the resulting hyperboxes. Conse-

quently, it influences the structure of the fuzzy classifier

and the classification performance so that this approach

suffers from a high sensitivity of the classification accu-
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racy with respect to the skill of the user to determine the

appropriate learning parameter. Besides, the fixed learn-

ing parameter of the above approach to fuzzy min-max

hyperbox classifier makes the same constraint on cover-

age resolution in the whole input space so that some

small hyperboxes are generated even in the input space

far from class boundaries. This reduces the generaliza-

tion capability of the fuzzy min-max hyperbox classifier.

In this paper, a method based on the particle swarm

optimization (PSO), called a PSO-based method, is im-

plemented to select an appropriate fuzzy classification

system such that a low number of training patterns are

misclassified by the selected fuzzy classification system.

In the PSO-based approach, each individual in the popu-

lation is considered to represent a fuzzy classification

system. Then, a fitness function is implemented to guide

the search procedure to select an appropriate fuzzy clas-

sification system such that the number of fuzzy rules and

the number of incorrectly classified patterns are simulta-

neously minimized.

The rest of this paper is organized as follows. Section

2 describes the structure of the fuzzy classification sys-

tem. Section 3 proposes a PSO-based method to select an

appropriate fuzzy classification system for the consid-

ered classification problem. Section 4 considers classifi-

cation problems of a synthetic data set and the Iris data

set to illustrate the learning ability and the generalization

ability of the proposed approach, respectively. Finally,

Section 5 draws conclusions about the proposed ap-

proach to solving the classification problem.

2. Structure of Fuzzy Classification Systems

When an M-class classification problem is consid-

ered, a rule base of a fuzzy classification system can be

expressed as follows [3]:

(1)

where R is the number of fuzzy rules in the rule base, Aji,

i = 1,2,�, m, are the premise fuzzy sets of the j-th fuzzy

rule, Hj �{1,2,�, M}, is the consequent class output of

the j-th fuzzy rule, and CFj � [0,1] is the grade of cer-

tainty of the j-th fuzzy rule. In this paper, the member-

ship function of the fuzzy set Aji is described by

(2)

where m(ji,1), m(ji,2) and m(ji,3) determine the center posi-

tion, the left and right width values of the membership

function, respectively. Hence, the shape of the member-

ship function is determined by a parameter vector mji =

[m(ji,1) m(ji,2) m(ji,3)]. The j-th fuzzy rule in the rule base is

determined by a parameter vector rj = [mj1 mj2
� mjM].

Consequently, the set of parameters in the premise part

of the rule base is defined as r = [r1 r2
� rR]. According

to (1), the set of parameters in the consequent part of the

rule base is defined as a = [H1 CF1 H2 CF2
�HR CFR].

When the input x = (x1, x2,�, xm) is given, the firing

strength of the premise of the j-th rule is calculated by

qj(x) = � Aji
(xi). The class output of the fuzzy classi-

fication system with respect to the input x can be deter-

mined by

(3)

According to the above description, each parameter

set consisting of the premise and consequent parameters

determines a fuzzy classification system. Thus, different

parameter sets determine different fuzzy classification

systems so that the generated fuzzy classification sys-

tems have different performances. The goal of this paper

is to find an appropriate fuzzy classification system to

minimize both of the number of incorrectly classified

patterns and the number of fuzzy rules. In the next sec-

tion, the PSO-based method is applied to select an appro-

priate fuzzy classification system with a low number of

fuzzy rules such that the number of incorrectly classified

patterns is minimized.

3. PSO-Based Fuzzy Classification Systems

The PSO is an evolutionary computation technique
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proposed by Kennedy and Eberhart [2,6]. Its develop-

ment was based on observations of the social behavior of

animals such as bird flocking, fish schooling, and swarm

theory. Like the GA, the PSO is initialized with a popula-

tion of random solutions. It also requires only the infor-

mation about the fitness values of the individuals in the

population. This differs from many optimization meth-

ods requiring the derivation information or the complete

knowledge of the problem structure and parameter.

Compared with the GA, the PSO has memory so that the

information of good solutions is retained by all individu-

als. Furthermore, it has constructive cooperation be-

tween individuals, individuals in the population share in-

formation between them.

In the PSO-based method, each individual is repre-

sented to determine a fuzzy classification system. The in-

dividual is used to partition the input space so that the

rule number and the premise part of the generated fuzzy

classification system are determined. Subsequently, the

consequent parameters of the corresponding fuzzy sys-

tem are obtained by the premise fuzzy sets of the gener-

ated fuzzy classification system.

A set of L individuals, P, called population, is ex-

pressed in the following:

(4)

In order to evolutionarily determine the parameters

of the fuzzy classification system, the individual ph con-

tains two parameter vectors: rh and gh. That is, ph = [rh

gh]. The parameter vector rh = [r1
h r2

h � rj
h� rB

h] con-

sists of the premise parameters of the candidate fuzzy

rules, where B is a user-defined positive integer to decide

the maximum number of fuzzy rules in the rule base gen-

erated by the individual ph. Here, rj
h = [mj1

h mj2
h�mji

h�

mjM
h] is the parameter vector to determine the member-

ship functions of the j-th fuzzy rule, where mji
h = [mh

(ji,1)

mh
(ji,2) mh

(ji,3)] is the parameter vector to determine the

membership function for the i-th input variable. The pa-

rameter vector gh = [g1
h g2

h � gj
h � gB

h] is used to select

the fuzzy rules from the candidate rules rh = [r1
h r2

h �rj
h

�rB
h] so that the fuzzy rule base is generated. gj

h �[0,1]

decides whether the j-th candidate rule rj
h is added to the

rule base of the generated fuzzy system or not. If gj
h �

0.5, then the j-th candidate rule rj
h is added to the rule

base. Consequently, the total number of gj
h (j = 1,2,�,B)

whose value is greater than or equal to 0.5 is the number

of fuzzy rules in the generated rule base. In order to gen-

erate the rule base, the index j of gj
h (j = 1,2,�,B) whose

value is greater than or equal to 0.5 is defined as Ir
h�

{1,2,�,B}, r = 1,2,�,rh, where rh represents the number

of the fuzzy rules in the generated rule base.

generates the premise part of the fuzzy

rule base generated by the individual ph = [rh gh]. For ex-

ample, assume that rh and gh are denoted as [r1 r2 r3 r4 r5

r6] and [0.12 0.72 0.82 0.35 0.29 0.81], respectively. Ac-

cording to gh, the generated rule base has three fuzzy

rules and {I1
h, I2

h, I3
h} = {2,3,6} so that {r2 r3 r6} deter-

mines the premise part of the generated rule base. Conse-

quently, the rule base of the generated fuzzy classifica-

tion system is described as follows:

(5)

where i = 1,2,�,m, are the fuzzy sets of the gener-

ated r-th fuzzy rule. The membership function associ-

ated with the fuzzy set is described as follows:

(6)

Consequently, the individual ph determines the

premise part of the generated fuzzy classification sys-

tem. Assume that N training patterns (xn, yn), n =

1,2,�,N, are gathered from the observation of the con-

sidered M-class classification problem, where xn = (xn1,

xn2,�, xnm) is the input vector of the n-th training pattern
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and yn � {1,2,�,M} is the corresponding class output. In

order to determine the consequent parameters Hr and CFr

of the r-th fuzzy rule, a procedure is described as follows

[3]:

Step 1. Calculate �t, t = 1,2,�,M for the r-th fuzzy

rule as follows:

(7)

Step 2. Determine Hr for the r-th fuzzy rule by

(8)

Step 3. Determine the grade of certainty CFr of the

r-th fuzzy rule by

(9)

where

(10)

Thus, the consequent parameters of the generated

fuzzy classification system are determined by the above

procedure. According to the above description, each in-

dividual corresponds to a fuzzy classification system. In

order to construct a fuzzy classification system which

has an appropriate number of fuzzy rules and minimize

incorrectly classified patterns simultaneously, the fitness

function is defined as follows:

(11)

where fh is the fitness value of the individual ph, g1(ph)

and g2(ph) are defined respectively as follows:

(12)

and

(13)

Here, NICP(ph) is the number of incorrectly classi-

fied patterns, rh is the number of fuzzy rules in the rule

base of the generated fuzzy classification system, and �e

and �r are user-defined constants for the fitness function.

Consequently, the fitness function is designed to deal

with the tradeoff between the number of incorrectly clas-

sified patterns and the number of fuzzy rules. In this way,

as the fitness function value increases as much as possi-

ble based on the guidance of the proposed fitness func-

tion, the fuzzy classification system corresponding to the

individual will satisfy the desired objective as well as

possible. That is, the selected fuzzy system has a low

number of rules and a low number of incorrectly classi-

fied patterns simultaneously. Subsequently, a PSO-based

method is proposed to find an appropriate individual so

that the corresponding fuzzy classification system has

the desired performance. The procedure is described as

follows:

Step 1. Initialize the PSO-based method.

(a) Set the number of individuals (L), the maximum

number of rules (B), the number of generations

(K), the constants for the fitness function (�e and

�r) and the constants for the PSO algorithm (�,

d1, d2, c1, and c2).

(b) Generate randomly initial population P.

Each individual of the population is expressed as

follows:

ph = [rh gh], (14)

where rh = [mh
(11,1) mh

(11,2) mh
(11,3)

� mh
(1m,1)

mh
(1m,2) mh

(1m,3)
� mh

(B1,1) mh
(B1,2) mh

(B1,3)
�mh

(Bm,1)

mh
(Bm,2) mh

(Bm,3)] and gh = [g1 g2
� gB]. mh

(ji,k), j �
{1,2,�,B}, i � {1,2,�,M}, k � {1,2,3}, is ran-

domly generated as follows:

(15)

where the range of the parameter mh
(ji,k) is defined

as and rand() is a uniformly dis-

tributed random numbers in [0,1]. gj
h
� [0,1], j �

{1,2,�,B}, is randomly generated as follows:

gj
h = rand(). (16)

(c) Generate randomly initial velocity vectors �h, h =

1,2,�,L.

Each velocity vector is expressed as follows:
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�h = ["h #h], (17)

where "h = ["h
(11,1) "h

(11,2) "h
(11,3)

�"h
(1m,1) "h

(1m,2)

"h
(1m,3)

�"h
(B1,1)"

h
(B1,2)"

h
(B1,3)

�"h
(Bm,1)"

h
(Bm,2)"

h
(Bm,3)]

and #h = [#1
h #2

h �#B
h]. "h

(ji,k), j �{1,2,�,B}, i

�{1,2,�,M}, k� {1,2,3}, is randomly generated as fol-

lows:

(18)

#j
h, j �{1,2,�,B} is randomly generated as follows:

(19)

Step 2. Calculate the fitness value of each individual

and set initial ph
’, fh

’ for each individual and initial pbest,

fbest for the initial population.

(a) fh = fit (ph), h = 1,2,...,L,

Set fh
$ = fh, ph

$ = ph, = 1,2,...,L.

(b) Find the index J of the individual with the best fit-

ness .

Set f best = fJ, pbeat = pJ.

(c) Set gen = 1.

Step 3. Update the vector gh = [g1
h g2

h gj
h� gB

h], h

�{1,2,�,L}, as follows:

If � � rand (), then gh
j* = 1 � gh

j*, where j* = round

(B rand () + 0.5). round (B rand () + 0.5) rounds B rand

() + 0.5 to the nearest integer.

Step 4. Update p$h, f �h, and pbest, f best.

(a)Update p$h, f �

h in the following:

Calculate fh = fit(ph), if fh > f h

' , , then f h

' = fh, p$h = ph,

h = 1,2,�,L,

(b)Update pbest, fbest in the following:

If f h

' > f best, then f best = f h

' , pbest = ph
$, h = 1,2,�,L.

Step 5. Update the velocity vector vh and the parame-

ter vector ph.

(a) Update the velocity vectors in the following:

(20)

(b) Update the parameter vectors in the following:

(21)

Step 6. Decrease �h and� by the constants d1 � [0,1]

and d2 � [0,1], respectively.

(22)

(23)

Step 7. gen = gen+1, if gen > K then go to Step 8;

otherwise go to Step 3.

Step 8. Based on the individual pbest = [rbest gbest] with

the best fitness f best, the desired fuzzy classification sys-

tem can be determined.

Each gh is randomly updated by Step 3 so that the

fuzzy classification system generated by the individual

ph has an appropriate number of fuzzy rules for the con-

sidered classification problem. The adjustment by Step 5

is conceptually similar to the mutation operator utilized

by the genetic algorithm. Each individual ph keeps track

of its own best solution, which is associated with the best

fitness f h

' , it has achieved so far in a vector p$h. Further-

more, the best solution among all the individuals ob-

tained so far in the population is kept track of as the vec-

tor pbest associated with the global best fitness f best. Ac-

cording to Step 5, each parameter vector ph is assigned

with a randomized velocity vector �h according to its

own and its companions’ flying experiences so that the

vector ph searches around its best vector p$h and the

global best vector pbest. The adjustment toward p�h and

pbest by Step 5 is conceptually similar to the crossover op-

erator utilized by the genetic algorithm. Consequently,

the parameter vector ph is updated by the PSO so that the

fuzzy classification system generated by the individual

ph has an appropriate number of rules and a low number

of incorrectly classified patterns simultaneously.

4. Simulation Results

In this section, a synthetic data set and the Iris data

set are employed to examine the learning ability and the

generalization ability of the proposed PSO-based fuzzy

classification system, respectively.

Example 1. A synthetic data set

In this example, a synthetic data set containing of

three clusters of various sizes, shapes and orientations
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[12] is utilized to examine the learning ability of the pro-

posed PSO-based fuzzy classification system. The total

number of patterns in this data set is 579. Figure 1 shows

the data set with a mixture of spherical and ellipsoidal

clusters. Following the proposed method, simulation re-

sults of the proposed approach to classifying this data set

is shown in Figure 2, where the initial conditions for the

proposed method in Example 1 are given in the follow-

ing: The number of individuals: L = 100, the maximum

number of rules: B = 20, the number of generations: K =

50, the range of mh
(j1,1), j � {1,2,�,20} : [0,1], the range

of mh
(j1,2), j � {1,2,�,20} : [0.05,0.5], the range of

mh
(j1,3), j � {1,2,�,20} : [0.05,0.5], the range of mh

(j2,1), j

� {1,2�,20} : [0,1], the range of mh
(j2,2), j � {1,2,�,20}

: [0.05,0.5], the range of mh
(j2,3), j � {1,2,�,20} : [0.05,

0.5], the constants for the fitness function: {�e, �r} =

{5,10} and the constants for the PSO: {�, c1,c2,d1,d2} =

{1,1,1,0.75,0.75}. The rule base of the selected fuzzy

classification system has four rules such that the number

of incorrectly classified patterns is zero. The parameters

of the selected fuzzy classification system are shown in

Table 1. From simulation results of this example, it is

clear the proposed PSO-based method can select signifi-

cant fuzzy rules to construct a fuzzy classification such

that the number of incorrectly classified patterns are min-

imized.

Example 2. Iris data set

The Iris data set [1] contains 150 patterns with four

features, that belong to three classes (Iris Setosa, Iris

Versicolour and Iris Virginica). The four features are the

sepal length in cm, the sepal width in cm, the petal length

in cm and the petal width in cm. The data set contains

three classes, each of 50 patterns; each class refers to a

type of iris plant. One class is linearly separable from the

other two; the latter are not linearly separable from each

other. In this example, the two-fold cross validation

(2CV) is employed to examine the generalization ability

of the proposed approach to classifying the iris data. In

the 2CV procedure, the Iris data are separated into two

subsets of the same size. That is, each subset consists of
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Figure 1. A synthetic data set with a mixture of spherical and
ellipsoidal clusters in Example 1.

Figure 2. Simulation results of the proposed PSO-based
method for the synthetic data set in Example 1.

Table 1. Parameters of the selected fuzzy classification system by the proposed PSO-based method in Example 1

j m(j1,1) m(j1,2) m(j1,3) m(j2,1) m(j2,2) m(j2,3) Hj CFj

1 0.7361 0.2883 0.4669 0.5187 0.2625 0.366 1 0.6762

2 0.1958 0.05 0.4141 0.8314 0.209 0.3121 3 0.9637

3 0 0.2181 0.2570 0.8126 0.455 0.5 3 0.9153

4 0.0154 0.3087 0.4406 0.1336 0.3009 0.3604 2 0.9343



75 patterns. One subset is used as training patterns to

construct a fuzzy classification system by the proposed

approach. The other subset is used as test patterns to

evaluate the generated fuzzy classification system. The

same training-and-testing procedure is also followed af-

ter the roles of the subsets are exchanged with each other.

The above procedure is iterated 20 times using different

partitions of the 150 patterns into two subsets for calcu-

lating the average classification rates on these data. The

initial conditions for the proposed method in Example 2

are given in the following: The number of individuals: L

= 100, the maximum number of rules: B = 100, the num-

ber of generations: K = 50, the range of mh
(j1,1), j �

{1,2,�,20} : [4.4,7.7], the range of mh
(j1,2), j � {1,2,�,

20} : [0.1,1.65], the range of mh
(j1,3), j � {1,2,�,20} :

[0.1,1.65], the range of mh
(j2,1), j � {1,2,�,20} : [2,4.4],

the range of mh
(j2,2), j � {1,2,�,20} : [0.1,1.2], the range

of mh
(j2,3), j� {1,2,�,20} : [0.1,1.2], the range of mh

(j3,1), j

� {1,2,�,20} : [1.2,6.7], the range of mh
(j3,2), j� {1,2,�,

20} : [0.1,2.75], the range of mh
(j3,3), j � {1,2,�,20} :

[0.1,2.75], the range of mh
(j4,1), j� {1,2,�,20} : [0.1,2.5],

the range of mh
(j4,2), j � {1,2,�,20} : [0.1,1.2], the range

of mh
(j4,3), j� {1,2,�,20} : [0.1,1.2], the constants for the

fitness function: {�e, �r} = {5,10} and the constants for

the PSO: {�,c1,c2,d1,d2} = {1,1,1,0.75,0.75}. The aver-

age number of fuzzy rules of the selected fuzzy classifi-

cation systems and the average classification rates on

training patterns and test patterns are summarized in Ta-

ble 2. Table 3 compares our results with the results in [7]

for the classification of the Iris data using the same 2CV

method. From simulation results for the Iris data set, it is

obvious that the proposed PSO-based fuzzy classifica-

tion system has high generalization ability for the classi-

fication problem of the Iris data set.

5. Conclusions

A PSO-based method is proposed to design an ap-

propriate fuzzy classification system for pattern classifi-

cation. In the proposed approach, each individual ph con-

sists of two parameter vectors: rh and gh The parameter

vector gh is updated so that the generated fuzzy classifi-

cation system has an appropriate number of fuzzy rules.

The parameter vector rh is updated so that the premise

part of the generated fuzzy classification system has ap-

propriate membership functions for the considered clas-

sification problem. Then, the obtained premise fuzzy sets

are used to determine the consequent parameters of the

corresponding fuzzy classification system. Consequently,

each individual corresponds to a fuzzy classification sys-

tem. Subsequently, a fitness function is defined to guide

the searching procedure to select a fuzzy classification

system with the desired performance. The simulation re-

sults show that the selected fuzzy classification system

not only has an appropriate number of rules for the con-

sidered classification problem but also has a low number

of incorrectly classified patterns.
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